An improved radial basis function neural network for object image retrieval
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A B S T R A C T
Radial Basis Function Neural Networks (RBFNNs) have been widely used for classification and function approximation tasks. Hence, it is worthy to try improving and developing new learning algorithms for RBFNNs in order to get better results. This paper presents a new learning method for RBFNNs. An improved algorithm for center adjustment of RBFNNs and a novel algorithm for width determination have been proposed to optimize the efficiency of the Optimum Steepest Decent (OSD) algorithm. To initialize the radial basis function units more accurately, a modified approach based on Particle Swarm Optimization (PSO) is presented. The obtained results show fast convergence speed, better and same network response in fewer train data which states the generalization power of the improved neural network. The Improved PSO–OSD and Three-phased PSO–OSD algorithms have been tested on five benchmark problems and the results have been compared. Finally, using the improved radial basis function neural network we propose a new method for object image retrieval. The images to be retrieved are object images that can be divided into foreground and background. Experimental results show that the proposed method is really promising and achieves high performance.
the self-organizing feature map clustering [12] and regression tree [13].

The second step is estimating the connection weights. The previously introduced algorithms for connection weight estimation are the Least-Mean-Square (LMS) [6], the Steepest Decent (SD) [14], the pseudo-inverse (minimum-norm) [15], and the Quick Propagation (QP) [16]. In the previous work [16], the Optimum Steepest Decent (OSD) method has been introduced for calculating the connection weights which uses an optimum learning rate in each epoch of the training process.

In spite of its fast learning process and high performance, it suffers from random selection of the centers and widths of the RBF units, which decreases the efficiency of the proposed RBFNN.

As a follow-up work, authors in [17] propose a three-phase learning algorithm to improve the performance of the OSD. This method uses K-means and p-nearest neighbor algorithms to determine the centers and the widths of RBF units, respectively, which results in a greater precision in initializing RBF unit centers and widths. This algorithm guarantees reaching the global minimum in the weight space, however, the sensitivity of K-means to the center initialization can lead the algorithm to get stuck in a local minimum which results in a suboptimal solution.

Authors in [5] propose a new learning method, called Three-Phased PSO–OSD, in which K-means clustering is replaced with a new clustering method using PSO algorithm. This makes the algorithm rather stable against the center initialization. Moreover, it has been shown that the training process using PSO is repeatable.

Although this approach outperforms the existing learning methods used in RBFNNs, it is slow to some degree due to the nature of PSO clustering. In addition, using p-nearest neighbor algorithm for computing the widths of RBF units results in a loss of information about the spatial distribution of the training dataset; and as a consequence, the computed widths do not make a major contribution in the classification performance.

In this paper, our main motivations are to deal with the shortcomings of the Three-Phased PSO–OSD [5] and to introduce an efficient object image retrieval method.

Thus, our main contributions are proposing new center adjustment and width determination methods. A new method for center adjustment makes an improvement to the PSO clustering in order to speed up its convergence and also to increase its classification performance. Proposed method for width determination improves the classification performance of the Three-Phased PSO–OSD even if we use the conventional PSO clustering proposed in [5].

Proposing a new (object) image retrieval method using Discrete Wavelet Transform (DWT) as well as a strategy for the object background elimination are other contributions of this paper. The main reason behind using wavelet transform in a feature extraction task is that it is computationally cheap and the resulted feature vectors are from a low dimensionality while they are discriminant enough. Moreover, it has been successfully applied in Content Based Image Retrieval (CBIR) and image classification scenarios with high performance [18–22].

Experimental results show that our improvements to the Three-phased PSO–OSD enhance the RBFNN’s classification accuracy to a high degree. Furthermore, it has been experimentally shown that using DWT features, satisfactory results are achieved especially when the method is applied in CIELAB color space and the features are extracted from the image foreground.

The rest of the paper is organized as follows. In Section 2 a modified PSO and a novel way of computing the widths of RBFNN are described. In Section 3 we explain a new method for content based object image retrieval using the improved PSO–OSD RBFNN and wavelet transform (WT). Experimental results of the improved PSO–OSD on benchmark datasets and experimental results of applying our proposed method on Caltech 101 dataset are discussed in Section 4. The concluding discussion is presented in Section 5.

2. Improved PSO–OSD radial basis function neural network

The recent method developed for RBFNN, the PSO–OSD [5], introduced a new PSO clustering for initializing centers of the hidden layer units of the Gaussian functions of RBFNN. Additionally, it used OSD algorithm to train the proposed RBFNN. The authors in [16,23,24] introduced a new learning method to improve the RBFNN center designing and their learning rate parameters. They showed a significant increase in the classification accuracy and the convergence speed of the new neural network in real world problems. Inspired by the previous works, in this paper, we further improve the PSO–OSD in terms of computing the centers and the widths of the radial basis functions.

2.1. Computing the centers of the RBFNN using improved PSO

PSO is a stochastic population-based optimization algorithm, where the members of the population are called “particles”. In this algorithm, each particle flies in a multi-dimensional search space, where its velocity is constantly updated by the particle’s own experience and the experience of the neighboring particles (the experience of the whole swarm).

In the proposed PSO of [5], the velocity and position updating rules are given by

\[ v_{id}^{k+1} = \omega v_{id}^k + c_1 r_1 (p_{best}^k - x_{id}^k) + c_2 r_2 (g_{best}^k - x_{id}^k) \]  
\[ x_{id}^{k+1} = x_{id}^k + v_{id}^{k+1}, \quad i = 1, 2, \ldots, n \]  
\[ \omega = \omega_{\text{max}} - \frac{k}{k_{\text{max}}} (\omega_{\text{max}} - \omega_{\text{min}}) \]  

where the current position of the particle i in the kth iteration is \( x_{id}^k \) and \( v_{id}^k \) is the current velocity of the particle which is used to determine the new velocity \( v_{id}^{k+1} \). The \( c_1 \) and \( c_2 \) are acceleration coefficients. The \( r_1 \) and \( r_2 \) are two independent random numbers uniformly distributed in the range of \([0,1]\). In addition, \( v_i \in [-v_{\text{max}}, v_{\text{max}}] \), where \( v_{\text{max}} \) is a problem-dependent constant defined to clamp the excessive roaming of particles. The \( p_{\text{best}}^k \) is the best previous position along the dth dimension of the particle i in the iteration k (memorized by every particle); \( g_{\text{best}}^k \) is the best previous position among all the particles along the dth dimension in the iteration k (memorized in a common repository). The \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) are the maximum and the minimum of \( \omega \), respectively. The \( k_{\text{max}} \) is the maximum number of iterations.

In spite of its high optimization ability, PSO can get trapped in a local optimum which slows down the convergence speed. In this paper, we propose an adaptive strategy to the conventional PSO as follows:

\[ v_{id}^{k+1} = \omega v_{id}^k + c_1 r_1 (p_{best}^k - x_{id}^k) + c_2 r_2 (g_{best}^k - x_{id}^k) \]  
\[ x_{id}^{k+1} = x_{id}^k + v_{id}^{k+1}, \quad i = 1, 2, \ldots, n \]  

The adaptive strategy is a method to dynamically adjust the inertia weight factor \( \omega \) and the new velocity \( v_{id}^{k+1} \) by introducing the coefficient \( \mu \).

The inertia weight \( \omega \) has a great influence on the optimal performance. Empirical studies of PSO with inertia weight have shown that a relatively large \( \omega \) has more global search ability while a relatively small \( \omega \) results in a faster convergence. Although in Eq. (3), \( \omega \) is adaptive, it is updated using the linear updating strategy of Eq. (5). As a result, \( \omega \) is just relevant to the current iteration and maximum number of iterations (\( k \) and \( k_{\text{max}} \)) and cannot adapt to
the characteristics of complexity and high nonlinearity. If the problem is extremely complex, the global search ability is insufficient in the later iteration. Therefore, in order to overcome the above defects, an improved method for updating $\omega$ is proposed.

Generally, we expect particles to have strong global search ability in the early evolutionary search while strong local search ability in the late evolutionary search. This makes particles find the global optimal solution.

In order to get better search performance, the dynamic adjustment strategy for $\omega$ and $\mu$ is proposed as follows:

$$\omega_k = k_1 h^k_k + k_2 b^k_k + \omega_0$$

$$h^k_k = \left( \max \left\{ F^k_{id}, \ F^k_{ref} \right\} - \min \left\{ F^k_{id}, \ F^k_{ref} \right\} \right) / f_1$$

$$b^k_k = 1/n\sum_{i=1}^{n} (F^k_i - F^{avg}) / f_2$$

$$\mu^k_i = \begin{cases} \left( V_{max}/V^k_i \right)^{\mu} & \text{if } V^k_i > V_{max} \\ \left( V_{min}/V^k_i \right)^{\mu} & \text{if } V_{min} < V^k_i < V_{max} \\ \left( V_{min}/V_{max} \right)^{\mu} & \text{if } V^k_i < V_{min} \end{cases}$$

where $\omega_0 \in (0,1]$ is the inertia factor which manipulates the impact of the previous velocity history on the current velocity (in most cases is set to 1). In Eq. (8), coefficients $k_1$ and $k_2$ are typically selected experimentally within the range of [0,1]. In Eq. (11), the parameter $\mu$ adaptively adjust the value of $v^k_i$ by the considering the value of $v^k_i$. $h^k_k$ is the speed of evolution, $b^k_k$ is the average fitness variance of the particle swarms, $F_{id}$ is the fitness value of $pbest_{id}$ namely $F(pbest_{id})$, $F_{ref}^{k-1}$ is the fitness value of $pbest_{id}^{k-1}$ namely $F(pbest_{id}^{k-1})$, $f_1$ is the normalization function, $f_1 = \max(\Delta F_1, \Delta F_2, \ldots, \Delta F_n)$, $\Delta F = |F_{id} - F_{id}^{k-1}|$, $n$ is the size of the particle swarms, $F^k_i$ is the current fitness of the $ith$ particle, $F^{avg}$ is the mean fitness of all particles in the swarm at the $ith$ iteration, $f_2$ is the normalization function, $f_2 = \max(|F^k_1 - F^{avg}|, |F^k_2 - F^{avg}|, \ldots, |F^k_n - F^{avg}|)$. The dynamic adjustment helps PSO not only to avoid the local optiums, but also to enhance the population diversity, which in turn improves the quality of solutions.

In order to compute the RBFNN centers using the improved PSO algorithms such as the method proposed in [5], suppose that a single particle represents a set of $k$ cluster centroid vectors $X = (M_1, M_2, \ldots, M_k)$, where $M_j = (s_{j1}, s_{j2}, \ldots, s_{jf})$ refers to the $j$th cluster centroid vector of a particle. The $M_j$ has $f$ columns representing the number of features for each pattern of the dataset. Each swarm contains a number of data clustering solutions. The Euclidean distance between each feature of the input pattern and the corresponding cluster centroids is measured by

$$d(M_{ij}, P_{il}) = \sqrt{\sum_{j=1}^{f} (s_{ij} - s_{il})^2} \quad \text{for } 1 \leq j \leq k, 1 \leq r < n, 1 \leq l < f.$$  

After computing all distances for each particle, feature $l$ of the pattern $r$ is compared with the corresponding feature of the cluster $j$, and then assigns 1 to $Z_{rjl}$ when the Euclidean distance for each feature $l$ of the pattern is minimum:

$$Z_{rjl} = \begin{cases} 1 & d(M_{ij}, P_{il}) \text{ is min} \\ 0 & \text{elsewhere} \end{cases}$$

In a next step, the mean of the data $N_{jl}$ is computed for each particle according to

$$N_{ij} = \frac{\sum_{l=1}^{f} Z_{rjl} \times x_{ij}}{\sum_{l=1}^{f} Z_{rjl}} \quad \text{for } 1 \leq j \leq k, 1 \leq l < f.$$  

Moreover, for each feature $l$ of the cluster $j$, the Euclidean distances between mean of data $N_{jl}$ and the centroid $S_{jl}$ are computed by

$$d(N_{ij}, S_{jl}) = \sqrt{(N_{ij} - S_{jl})^2} \quad \text{for } 1 \leq j \leq k, 1 \leq l < f.$$  

Now, the fitness function for each cluster is obtained by summing

![Fig. 1. The structure of the proposed model for object image retrieval.](image-url)
The proposed method has been shown in Algorithm 1. Using this algorithm, we adjust RBF unit centers with gbest by iterating for a $k_{max}$ number of iterations.

**Algorithm 1.** The pseudocode of the proposed PSO clustering for RBF unit center.

1: for each Particle $[i]$ do
2: Initialize Position vector $X[i]$ in the range of maximum and minimum of dataset patterns
3: Initialize Velocity vector $V[i]$ in the range of $[-a,a]$ ($a = \max(data) - \min(data)$)
4: Put initial Particle $[i]$ into $pbest_{id}$ $[i]$
5: end for
6: while maximum iteration is not attained do
7: for each Particle $[i]$ do
8: for each Cluster $[j]$ do
9: Compute the Fitness Function using Eqs. (14)-(16)
10: end for
11: end for
12: if run number is greater than 1 then
13: for each Particle $[i]$ do
14: for each Cluster $[j]$ do
15: if Fitness Function of Particle $[i]$’s Cluster $[j]$ is better than Fitness Function of $pbest_{id}$ $[i]$’s Cluster $[j]$ then
16: Put Cluster $[j]$ of Particle $[i]$ into Cluster $[j]$ of $pbest_{id}$ $[i]$
17: end if
18: end for
19: end for
20: end if
21: for each Cluster $[j]$ do
22: for each Particle $[i]$ do
23: Put the best of $pbest$ in terms of Fitness Function into gbest
24: end for
25: end for
26: Compute inertia weight $\omega$ using (8)
27: Compute using (11)
28: for each Particle $[i]$ do
29: Update Velocity vector $V[i]$ using (6)
30: Update Position vector $X[i]$ using (6)
31: end for
32: end while
33: Having processes algorithm, RBF unit centers are adjusted with gbest
34: end while

2.2. Computing the widths of the RBFNN

Although the setting of the basis function centers has been highly addressed by the previous works on RBFNN learning [25–27], the learning of the basis function widths has not been much studied. The existing previous works discussed the effect of widths of radial basis functions on performances of classification and function approximation [4,28,29].

Being aware of the high importance of the spatial distribution of the training dataset and the nonlinearity of the function, whose approximation is desired, we take into account them for the classification problem. Thus, the Euclidean distances between center nodes and the second derivative of the approximated function are used to measure these two factors.

Since the width of the center nodes within highly nonlinear areas should be smaller than those of the center nodes in flat areas, we compute the widths of the RBFNN in our experiments according to Algorithm 2.

**Algorithm 2.** The algorithm of the proposed width adjustment.

1: Compute the centers of the radial basis functions using our improved PSO clustering
2: Compute mean of squared distances between the centre of cluster $j$ and $p$-nearest neighbors
3: Compute coefficient factor: coeff $= d_{max}/N$, where $N$ is the number of hidden units and $d_{max}$ is the maximum distance between those centers.
4: Find the maximum distance from each center and normalize the distance vector
5: Multiply the distance vector obtained from step 4 by the coefficient factor
6: Sum the vector obtained from step 5 with the vector obtained from step 2 as the widths of the improved PSO–OSD RBFNN

In the case of having a function approximation problem, the widths can be computed using Eq. (17) as follows:

$$\sigma_i = \frac{d_{max} r_i}{\sqrt{N}} \left[ \frac{1}{1 + \left( f(c_i) \right)^{1/4}} \right]$$
calculate the connection weights between hidden and the output

\[ \partial J / \partial W \] network is trained by, nonlinearity of different regions in the dataset.

the absolute value of the second derivative is used to compare the second derivative is used to measure the curvature of the function, can be computed using the central

dense distances of all the center nodes and it is computed as follows:

\[ r_i = \frac{1}{p} \sum_{j=1}^{p} \| c_j - c_i \|^{2}^{1/2} \]

where \( c_j \) are the \( p \)-nearest neighbor nodes of \( c_i \). The \( r_i \) is the reference dense distance at \( c_i \) and the \( \bar{r} \) is the average of reference dense distances of all the center nodes and it is computed as follows:

\[ r = \frac{1}{N} \sum_{i=1}^{N} r_i \]

\( f'(c_i) \) is the second derivative of function \( f \) and in point \( c_i \) and can be computed using the central finite difference method. As the second derivative is used to measure the curvature of the function, the absolute value of the second derivative is used to compare the nonlinearity of different regions in the dataset.

2.3. Training the proposed RBFNN

After computing the centers and the widths of the RBFNN, the network is trained by, first, using the OSD learning method to calculate the connection weights between hidden and the output layers of the network. OSD uses an optimum learning rate in each iteration of the training process [16] as follows.

Let us consider the following definitions:

\[ Y_d = [y_{di}] , \quad i = 1, \ldots, M \] (20)

where \( Y_d \) is the data sample vector and \( M \) is the number of samples \( W = [w_j], \quad j = 1, \ldots, N_h \)

where \( W \) is the weight vector and \( N_h \) is the number of hidden neurons

\[ F = [\phi_j(x_i)], \quad i = 1, 2, \ldots, M, \quad j = 1, 2, \ldots, N_h \] (22)

where \( \phi \) is the general RBF value matrix, which for the Gaussian RBFs we have

\[ \phi_j(x_i) = e^{-\|c_j - c_i\|^2 / \sigma^2_i} \] (23)

In a RBF neural network, we have

\[ Y = [y_i] = W\phi^T , \quad i = 1, \ldots, M \] (24)

where \( Y \) is the estimated output vector. It is obvious that the error vector is

\[ E = Y_d - Y = Y_d - W\phi^T , \] (25)

and the sum squared error, which should be minimized through the learning process, will be

\[ J = \frac{1}{2} EE^T \] (26)

In the conventional SD method, the new weights are computed using the gradient of \( J \) in the \( W \) space

\[ \Delta W = OJ = E\phi \] (28)

\[ W_{\text{new}} = W_{\text{old}} + \lambda \Delta W, \] (29)

where the coefficient \( \lambda \) is called learning rate (LR), and remains constant through the learning process. It is clear that although the Eq. (28) shows the optimum direction of delta weight vector, in the sense of first order estimation, but it still does not specify the optimum length of this vector; therefore, the optimum learning rate (OLR). To achieve the OLR, the sum-squared error of the new weights should be computed employing Eqs. (25)–(27)

\[ J(W + \lambda \Delta W) = \frac{1}{2} [Y_d - (W + \lambda \Delta W)\phi^T][Y_d - (W + \lambda \Delta W)\phi^T]^T = \frac{1}{2} (E - \lambda \Delta W\phi^T) (E - \lambda \Delta W\phi^T)^T = \frac{1}{2} EE^T - \lambda E\phi \Delta W^T + \frac{1}{2} \Delta W\phi^T \phi \Delta W^T \]

\[ = A + B\lambda + C\lambda^2, \] (30)

where \( A = \frac{1}{2} EE^T = \frac{1}{2} \sum_{i=1}^{M} E_i^2 > 0 \), \( B = - E\phi \Delta W^T \) and \( C = \frac{1}{2} \Delta W\phi^T \phi \Delta W^T \) are scalar constants. Thus, \( J(W + \lambda \Delta W) \) is a quadratic function of \( \lambda \) with coefficients \( A, B \) and \( C \). Now, considering these coefficients in detail

\[ A = \frac{1}{2} EE^T = \frac{1}{2} \sum_{i=1}^{M} E_i^2 > 0 \] (14)

\[ B = - E\phi \Delta W^T \rightarrow B = - E\phi \phi^T E^T = - (E\phi)(E\phi)^T \leq 0 \]
\[ C = \frac{1}{2} \mathbf{E} \phi \phi^T \mathbf{E} \mathbf{E}^T = (1/2) \Delta \mathbf{W} \phi \phi^T \Delta \mathbf{W} \mathbf{E} \mathbf{E}^T \quad \text{hence} \quad C = \frac{1}{2} \mathbf{E} \phi \mathbf{E} \phi^T \mathbf{E} \mathbf{E}^T \geq 0. \] (31)

\( j(\lambda) \) will define a quadratic function of \( \phi \) with positive coefficients of second order term. Thus, it would have a minimum which can be found computing the derivative of \( j(\lambda) \)

\[ \frac{\partial j}{\partial \lambda} = \frac{\partial (A + B\lambda + C\lambda^2)}{\partial \lambda} = B + 2\lambda C = 0 \quad \text{hence} \quad \lambda_{\text{min}} = -\frac{B}{2C} = \frac{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)}{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)^2} \]

This LR minimizes the \( \lambda(\lambda) \), and so we can call it the OLR

\[ \lambda_{\text{opt}} = \frac{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)}{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)^2} \geq 0 \] (33)

Now the optimum delta weight vector (ODWW) can be determined as

\[ \Delta \mathbf{W}_{\text{opt}} = \lambda_{\text{opt}} \Delta \mathbf{W} = \frac{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)}{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)^2} \]

hence

\[ W_{\text{new}} = W_{\text{old}} + \frac{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)}{(\mathbf{E} \phi^T \phi \mathbf{E} \phi^T)^2} \] (35)

which the initial value for \( W \) is chosen randomly.

### Table 3
Description and values of the parameters used in the improved PSO–OSD.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Considered value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_1 )</td>
<td>Coefficient of the speed of evolution</td>
<td>0.2</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>Coefficient of the average fitness variance</td>
<td>0.4</td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>inertia factor</td>
<td>1</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>Local search coefficient</td>
<td>1.5</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>Social search coefficient</td>
<td>1.5</td>
</tr>
<tr>
<td>Population size</td>
<td>Number of particles</td>
<td>40</td>
</tr>
<tr>
<td>( k_{\text{max}} )</td>
<td>Number of iterations</td>
<td>400</td>
</tr>
<tr>
<td>Number of runs</td>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

### Table 4
Classification error and precision (%) for the improved PSO–OSD and the PSO–OSD when using improved PSO algorithm only.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Improved PSO–OSD</th>
<th>PSO–OSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Testing set</td>
</tr>
<tr>
<td>Iris</td>
<td>1.67</td>
<td>1.18</td>
</tr>
<tr>
<td>Wine</td>
<td>15.90</td>
<td>2.33</td>
</tr>
<tr>
<td>Abalone</td>
<td>13.33</td>
<td>1.10</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>1.67</td>
<td>2.10</td>
</tr>
<tr>
<td>Glass</td>
<td>10.17</td>
<td>3.02</td>
</tr>
</tbody>
</table>

### Table 5
Classification error and precision (%) for the improved PSO–OSD and the PSO–OSD when using the proposed width adjustment only.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Improved PSO–OSD</th>
<th>PSO–OSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Testing set</td>
</tr>
<tr>
<td>Iris</td>
<td>2.22</td>
<td>1.86</td>
</tr>
<tr>
<td>Wine</td>
<td>23.82</td>
<td>4.01</td>
</tr>
<tr>
<td>Abalone</td>
<td>21.90</td>
<td>1.27</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>2.34</td>
<td>2.25</td>
</tr>
<tr>
<td>Glass</td>
<td>18.61</td>
<td>3.71</td>
</tr>
</tbody>
</table>

### 3. Proposed model for object image retrieval

In this section we describe different steps of our proposed method for object retrieval. In some previous works, image retrieval has been performed using image classification [29–33]. These methods extract features from the images in different categories which are then learnt using a classifier. In a next step, user enters the query image and the trained classifier predicts the class of the query image. The most similar images are then retrieved from the predicted category. In our proposed method, we detect the main object of the image before the feature extraction step. Thus, our object retrieval method composed of three main steps: (1) Main Object Detection, (2) Image Feature Extraction, and (3) Object Retrieval which is shown in Fig. 1.

#### 3.1. Main object detection

The existing images on the web mostly contain complex backgrounds. Therefore, we propose an image segmentation as a prepossessing step in order to remove the background from an image which leads to an enhancement in the classification performance.

#### 3.1.1. Image segmentation

Various image segmentation methods have been introduced in the literature. In our work, we use the method proposed by Achanta et al. in [34] because it is fast and efficient in terms of segmentation accuracy and memory usage.

The proposed method, simple linear iterative clustering (SLIC), is based on a new approach for constructing superpixels. This new approach generates superpixels by clustering pixels based on their color similarity and proximity in the image plane. This is done in a 5-dimensional \([l, a, b, x, y]\) space, where \([l, a, b]\) is the pixel color vector in CIELAB color space, which is widely considered as perceptually uniform for small color distances, and \(xy\) are the coordinates of the pixels. It has a different distance measurement which enables compactness and regularity in the superpixel shapes, and can be used on both grayscale and color.
In the 5D space, a distance measure $D_s$ for color similarities. Therefore, instead of using a simple Euclidean norm for pixel color distance, they begin to outweigh the pixel color for small distances. If spatial pixel distances exceed this perceptual extent of any cluster is approximately $\sqrt[4]{\frac{\pi}{2}}$ the superpixel center in the pixels associated with this cluster lie within $25 \times 25$ area around the superpixel center in the xy plane.

Euclidean distances in CIELAB (Lab) color space are meaningful for small distances. If spatial pixel distances exceed this perceptual color distance limit, they begin to outweigh the pixel color similarities. Therefore, instead of using a simple Euclidean norm in the 5D space, a distance measure $D_s$ is used and defined as follows [34]:

$$
\begin{align*}
    d_{lab} &= \sqrt{(l_k - l_i)^2 + (a_k - a_i)^2 + (b_k - b_i)^2} \\
    d_{xy} &= \sqrt{(x_k - x_i)^2 + (y_k - y_i)^2} \\
    D_s &= d_{lab} + \frac{m}{5}d_{xy}
\end{align*}
$$

(36)

where $D_s$ is the sum of the lab distance and the $xy$ plane distance normalized by the grid interval $S$. A variable $m$ is introduced in $D_s$ allowing us to control the compactness of superpixel. The greater the value of $m$, the more spatial proximity is emphasized and the more compact the cluster. This value can be in the range $[1, 20]$. We choose $m = 10$ according to the authors in the reference paper. The Slic segmentation begins by sampling $K$ regularly spaced cluster centers and moving them to seed locations corresponding to the lowest gradient position in a $3 \times 3$ neighborhood. This is done to avoid placing them at an edge which in turn reduces the chance of choosing noisy pixels. In this method, the image gradients are computed as

$$
G(x, y) = \|I(x+1, y) - I(x-1, y)\|^2 + \|I(x, y+1) - I(x, y-1)\|^2
$$

(37)

where $I(x, y)$ is the Lab vector corresponding to the pixel at position $(x,y)$, and $\| \|$ is the $L_2$ norm. This takes into account both color and
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**Table 6**

Classification error and precision (%) for the Improved PSO–OSD and the PSO–OSD.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Improved PSO–OSD</th>
<th></th>
<th></th>
<th>PSO–OSD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Testing set</td>
<td>Precision (%)</td>
<td>Time (s)</td>
<td>Training set</td>
<td>Testing set</td>
</tr>
<tr>
<td>Iris</td>
<td>Ave.</td>
<td>S.D.</td>
<td>1.20</td>
<td>0.59</td>
<td>Ave.</td>
<td>S.D.</td>
</tr>
<tr>
<td>Wine</td>
<td>21.12</td>
<td>2.83</td>
<td>28.67</td>
<td>1.37</td>
<td>83.3</td>
<td>8.57</td>
</tr>
<tr>
<td>Abalone</td>
<td>25.43</td>
<td>1.34</td>
<td>28.19</td>
<td>1.69</td>
<td>72.4</td>
<td>79.34</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>2.83</td>
<td>1.39</td>
<td>4.52</td>
<td>0.86</td>
<td>98.6</td>
<td>13.39</td>
</tr>
<tr>
<td>Glass</td>
<td>10.39</td>
<td>1.36</td>
<td>28.46</td>
<td>1.12</td>
<td>88.4</td>
<td>9.93</td>
</tr>
</tbody>
</table>

**Table 7**

The Average precision of the methods.

<table>
<thead>
<tr>
<th>Semantic name</th>
<th>Average precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RGB-Wavelet</td>
</tr>
<tr>
<td>African people</td>
<td>51.34</td>
</tr>
<tr>
<td>Beach</td>
<td>42.52</td>
</tr>
<tr>
<td>Building</td>
<td>46.41</td>
</tr>
<tr>
<td>Buses</td>
<td>86.54</td>
</tr>
<tr>
<td>Dinosaurs</td>
<td>92.68</td>
</tr>
<tr>
<td>Elephants</td>
<td>61.24</td>
</tr>
<tr>
<td>Flowers</td>
<td>72.34</td>
</tr>
<tr>
<td>Horses</td>
<td>67.68</td>
</tr>
<tr>
<td>Mountains and glaciers</td>
<td>37.27</td>
</tr>
<tr>
<td>Food</td>
<td>59.32</td>
</tr>
<tr>
<td>Average</td>
<td>61.787</td>
</tr>
</tbody>
</table>
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**Table 8**

The average precision and recall of the proposed model compared with other methods.

<table>
<thead>
<tr>
<th>Semantic name</th>
<th>Average precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed model</td>
</tr>
<tr>
<td>African people</td>
<td>58.73</td>
</tr>
<tr>
<td>Beach</td>
<td>48.94</td>
</tr>
<tr>
<td>Building</td>
<td>53.74</td>
</tr>
<tr>
<td>Buses</td>
<td>95.81</td>
</tr>
<tr>
<td>Dinosaurs</td>
<td>98.36</td>
</tr>
<tr>
<td>Elephants</td>
<td>64.17</td>
</tr>
<tr>
<td>Flowers</td>
<td>85.64</td>
</tr>
<tr>
<td>Horses</td>
<td>80.31</td>
</tr>
<tr>
<td>Mountains and glaciers</td>
<td>54.27</td>
</tr>
<tr>
<td>Food</td>
<td>63.14</td>
</tr>
<tr>
<td>Average</td>
<td>70.311</td>
</tr>
</tbody>
</table>
intensity information. Each pixel in the image is then associated with a nearest cluster center whose search area overlaps the pixel. After associating all the pixels, new centers are computed as the average \( \text{lab}_{xy} \) vectors of the assigned pixels to the clusters.

At the end of this process, a few stray labels may remain near to a large segment which have been assigned to a same cluster but not connected to the segment. It enforces connectivity in the last step of the algorithm by assigning the disjoint segments to the largest neighboring cluster. The following algorithm shows the steps of SLIC segmentation [34].

### Algorithm 3. The algorithm of the proposed width adjustment.

1: Initialize cluster centers \( C_k = [l_k, a_k, b_k, x_k, y_k]^T \) sampling pixels at regular grid steps \( S \).
2: Perturb cluster centers in an \( n \times n \) neighborhood, to the lowest gradient position.
3: for each cluster center \( C_k \) do
4: Assign the best matching pixels from a \( 2S \times 2S \) square neighborhood around the cluster center according to the distance measure (Eq. (36)).
5: end for
6: Compute new cluster centers and residual error \( E \) (\( L_1 \) distance between previous centers and recomputed centers)
7: Enforce connectivity.

#### 3.1.2. Main region detection

After image segmentation in order to capture the most relevant features from the image, the main object of the image should be separated from the background of the image. Since the main object usually appears near the center of the image, we extract the main object region from the center of the image. For this reason, we consider a half window of the image as the region of interest (the blue window in the segmented image of Fig. 2). The largest region within this window is most likely to be a part of the main object; therefore, it is selected as the candidate region of the main object (the region is highlighted in blue in Fig. 2).

#### 3.1.3. Object region and background region labeling

In order to discriminate the background and the main object regions, color and texture features are extracted from every region. Then we compare feature vectors of the regions to the feature vector of the main object region which allows us to label the regions as background or main object. We use the first two statistical color moments as color feature, and Tamura features, namely coarseness, as texture features to detect similar regions to the main object region. The first two color moments are computed.
where \( f_{ij} \) is the value of the \( i \)th color component of the image pixel “\( j \)”, and \( N \) is the total number of pixels in the image.

Coarseness is a measure of the granularity of a texture which relates to distances of notable spatial variations of grey levels, that is, implicitly, to the size of the primitive elements (texels) forming the texture. To compute the coarseness, moving averages \( A_k(x,y) \) are computed first using \( 2^k \times 2^k (k = 0, 1, \ldots, 5) \) size windows at each pixel \((x,y)\):

\[
A_k(x,y) = \frac{1}{2^{2k} - 1} \sum_{i=x-2^k}^{x+2^k-1} \sum_{j=y-2^k}^{y+2^k-1} g(i,j)/2^{2k}
\]

(39)

where \( g(i,j) \) is the pixel intensity at \((i,j)\). Then the differences between pairs of non-overlapping moving averages in the horizontal and vertical directions for each pixel are computed

\[
E_{kh}(x,y) = |A_k(x+2^k-1,y) - A_k(x-2^k+1,y)|
\]

\[
E_{kv}(x,y) = |A_k(x,y+2^k-1) - A_k(x,y-2^k+1)|
\]

(40)

After that, the value of \( k \) that maximizes \( E \) in either direction is used to set the best size for each pixel:

\[
S_{best}(x,y) = 2^k
\]

(41)

the coarseness is then computed by averaging \( S_{best} \) over the entire image

\[
F_{crs} = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} S_{best}(i,j)
\]

(42)

then by using Euclidean distance measure the similarity between color and texture features of the main object region \((F_{VMO})\) and other regions \((F_{VOther})\) is calculated as the following:

\[
Sim(F_{VMO}, F_{VOther}) = \sqrt{\sum_{i=1}^{9} (F_{VMO} - F_{VOther})^2}
\]

\[
F_{VMO} = (R_{MO}, G_{MO}, B_{MO}, \mu_{MO}, \sigma_{MO}, \mu_{RMO}, \sigma_{RMO}, \mu_{BMO}, \sigma_{BMO})
\]

\[
F_{VOther} = (R_{crs}, G_{crs}, B_{crs}, \mu_{crs}, \sigma_{crs}, R_{crs}', G_{crs}', B_{crs}')
\]

(43)

After extracting feature vectors from all of the regions, the regions that are not similar to the main object regions are regarded as background regions. In Fig. 2 these regions are depicted using red squares. In addition, all corner regions, depicted by yellow squares, are considered as background.

3.2. Image feature extraction

Discrete Wavelet Transform [35] is currently used in a wide variety of signal processing applications, such as image, audio and video compression, removal of noise in audio, and the simulation of wireless antenna distribution. Discrete Wavelet decomposition of image produces the multi-resolution representation of image. A multi-resolution representation provides a simple hierarchical framework for interpreting the image information. At different resolutions, the details of an image generally characterize different physical structures of the image. At a coarse resolution, these details correspond to the larger structures which provide the
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Fig. 6. The retrieval results of the horse image using wavelet features in HSV color space.
image context. The following section briefly reviews the Two Dimensional Wavelet Transformation. The original image $I$ is thus represented by a set of sub images at several scales; \([Ld, Dnl] \ldots n \ldots d\), which is multi-scale representation with depth $d$ of the image $I$. The image is represented by two dimensional signal functions; wavelet transform decomposes the image into four frequency bands, namely the $LL_1$, $HL_1$, $LH_1$ and $HH_1$ bands. $H$ and $L$ denote the high pass and low pass filters, respectively. The approximated image $LL$ is obtained by low pass filtering in both row and column directions. The detailed images $LH$, $HL$ and $HH$ contain the high frequency components. To obtain the next coarse level of wavelet coefficients, the subband $LL_1$ alone is further decomposed and critically sampled. Similarly $LL_2$ will be used to obtain further decomposition. Decomposing the approximated image at each level into four sub-images forms the pyramidal image tree. This results in two-level wavelet decomposition of image as shown in Fig. 3.

In all of the experiments in this paper we used the HH1 domain that contains more information than others.

3.3. Object image retrieval

After main object detection, we extract object features and construct feature vectors using wavelet transform in CIELAB ($Lab$) color space. To do so, we apply wavelet transform on each color channel namely $L$, $a$ and $b$. Therefore, for the main object image $I$ in the dataset, its feature vector $f_I$ is defined as follows:

$$f_I = (f_L, f_a, f_b)$$

where $f_L$ is the feature vector extracted from the main object image in channel $L$, $f_a$ is the feature vector extracted from the main object image in channel $a$ and $f_b$ is feature vector extracted from the main object image in channel $b$. Each of the feature vectors is of dimension 40, so the feature vector $f_I$ is in 120-dimensional space.

After this step, extracted features are fed into the improved PSO–OSD radial basis function neural network to train the network. Once training was done, the trained network is able to predict the class of the query image. By determining the class of the query image, the most similar images are shown to the user (Fig. 1).

4. Experimental results

In this section, we first give the results of improving the Three-Phase PSO–OSD neural networks (PSO–OSD for short) by studying the impact of improving the PSO algorithm and the impact of the proposed method for the width adjustment of the RBFNN, separately.

Then we experimentally show that applying wavelet transform on images in $Lab$ color space leads higher performance compared to other color spaces like $RGB$, $HSV$, $YUV$ and $YCbCr$. Finally, we
4.1. Experimental results of improving the PSO method.

We report the results of object image retrieval using the proposed method. Table 1 gives information about the dataset. Both PSO based methods are used in the OSD algorithm for estimating the connection weights. For classification problems, the output of the network with the highest response is taken and the corresponding class is considered as the winning class for the input vector. All experiments have been run 50 times and in all of them, 50% of the dataset is used as the train set and the rest is considered as test set to validate the functionality of trained network.

As stated before, the structure of the RBFNN has three layers. The number of neurons in each layer affects the network performance. It should be noted that the number of neurons in the hidden layer and optimum values of different PSO parameters have been tuned through conducting various experiments. The values and the short description of the parameters used in the algorithms are shown in Tables 2 and 3.

For comparison, statistical results such as classification error and precision are reported in Tables 4–6. In Table 4, we consider the effect of improving PSO algorithm only. In addition, we report the run time of the improved PSO–OSD RBFNN and the PSO–OSD RBFNN. The run time is the total time needed for 50 runs of the algorithm (training and testing the RBFNN).

Table 4 states that by adjusting centers using the proposed PSO algorithm, the performance of the RBFNN improves while being faster, as well.

Table 5 shows the effect of adjusting the widths of the PSO–OSD using our proposed method for width determination only. It can be seen from this table that the proposed method achieves higher performance compared to the PSO–OSD although the training time of two RBFNNs is almost the same.

From Tables 4 and 5, first of all, it can be concluded that both the proposed methods work well and improves the performance of the PSO–OSD RBFNN. Next, the proposed method for improving the PSO algorithm is more effective in comparison with the proposed strategy for width adjustment from both viewpoints namely increasing the classification performance of the PSO–OSD RBFNN and decreasing the training time of the PSO–OSD RBFNN.

Table 6 reports the results of combining the two improvements together. From this table we see that combining two improvements also increases the performance and decreases the training time of the proposed RBFNN.

As shown in this table, improved PSO–OSD achieves better results than PSO–OSD. Using the improved PSO–OSD algorithm on test set of Iris dataset, the precision is 98.9% while the PSO–OSD results in the precision of 93.5%. Further, on other datasets the improved PSO–OSD RBFNN increases the performance of the PSO–OSD by 8.5%, 9.19%, 7.95% and 9.16%. Therefore, on average the proposed method enhances the precision of the method in [5] by 8.04%. Based on the statistics, standard deviations of the improved PSO–OSD in Tables 4–6, reached to smaller values, which mean that it has better repeatability for the retrain process than PSO–OSD method. For all datasets, improved PSO–OSD decreased the standard deviation of classification error for the test sets (these values have been shown in bold).

4.2. Experimental results on different color spaces

In this section, we study that applying wavelet transform in Lab color space leads the most promising results in image retrieval. To this end, we use Corel dataset [36]. This dataset consists of 1000 images in 10 categories: (1) African people and village, (2) Beach, (3) Building, (4) Buses, (5) Dinosaurs, (6) Elephants, (7) Flowers, (8) Horses, (9) Mountains and glaciers, (10) Food) and 100 images in each category.

To build an image retrieval model, we apply the proposed algorithm in Fig. 4. As it can be seen from this figure, first of all we convert all the images from RGB color space to different color spaces, namely HSV, YUV, YCbCr and Lab. Then the images in each color space are decomposed to their channels. For instance in YUV color space the images are decomposed to channels Y, U and V.
Next, wavelet transform is applied on each color channel and features are extracted from those channels and stored. Once the query image is entered its feature vector is extracted and using similarity measure unit, the similarity of the query image and images in the dataset is determined using $L_2$ distance measure and the most similar images are returned as the query results. In order to compare the effect of the color spaces on the performance of the proposed CBIR model, statistical measures such as Precision and Recall are reported in Table 7. These measures are computed as follows:

$$\begin{align*}
\text{precision} &= \frac{tp}{tp + fp} \\
\text{recall} &= \frac{tp}{tp + fn}
\end{align*}$$

(45)

Considering this table, the most promising results are achieved using $Lab$ color space. After $Lab$ color space $HSV$ color space achieves the best results.

This table shows that wavelet features extracted from the images in $Lab$ color space achieve better performance compared to the other color spaces. That is our reason for applying wavelet transform in $Lab$ color space on main object images. Although the proposed method is simple, it achieves promising results compared to other proposed methods in [37–39] (Table 8). Fig. 5 shows the retrieval results of a horse image as the query image using the proposed model in $Lab$ color space while Fig. 6 shows the retrieval results of that image using the proposed model in $HSV$ color space. It should be noted that in both figures the results of the first 75 similar images are presented.

4.3. Experimental results on Caltech 101

In this section, we report results of the implementation of the proposed method on Caltech 101 dataset [40]. The Caltech 101 dataset is composed of 9144 images split into 101 object categories, such as tools, artifacts, and animals, as well as one background category with significant variances in shape. The number of images in each class varies from 31 to 800. In the experiments, the images are resized to no larger than $300 \times 300$ pixels with a preserved aspect ratio for computational efficiency. In our experiments in order to demonstrate the effectiveness of the main object extraction, we first compare the performance of the image retrieval by using features extracted from the entire images and features extracted from the main object images.

In these experiments the improved PSO–OSD RBFNN is used to determine the class of the query image. The parameters for training the RBFNN are reported in Table 9.

Fig. 7 shows the mean average precision of each category while features extracted from the entire images and Fig. 8 shows the mean average precision of each category while features extracted from the main objects.

Considering this results, we observe that when features extracted from the main object, the performance increases from 49.30% to 79.19%. For all the categories except category number 1, which is Google Background, precision has been notably improved.

For fair comparisons, as suggested by the original dataset [40] and also by many others [41–47], the whole dataset is partitioned into 5, 10, ..., 30 training images per class and no more than 50 testing images per class, and the performance is measured using average accuracy over 102 classes (i.e. 101 classes and a “background” class). Here we use 30 training images per class and no more than 50 testing images per class so that we can compare our results with the results reported in the literature.

Table 10 shows experimental comparison between our proposed method and other methods. From this table, we can see that the proposed approach outperforms several existing approaches [41–46].

In our evaluation, totally 4 classes achieve 100% classification accuracy, which are Motorbikes, Car side, Inside skate and Metro. Also, 32 classes achieve classification accuracies higher than 90%. In addition, there are 6 classes that their classification accuracies are less than 0.35%.

The final classification result which is 79.19% states that extracting image features from the main object image considerably increases the performance while the improved PSO–OSD RBFNN is employed as our classifier.

5. Conclusion

This paper proposed two significant improvements for the Three-Phased PSO–OSD RBFNN. The first improvement introduced a new version of PSO algorithm for determining the centers of the RBFNN units which increased the both global and local search abilities of the PSO as well as its convergence speed. Then a new method for determining the width of the RBFNN was proposed in which spatial information of the data and nonlinearity of the function to be approximated were taken into account. The experimental results showed that applying each of the improvements separately caused increasing the performance of the classifier. Moreover, using both these improvements we showed that the performance of the RBFNN was further increased. To show the ability of the proposed PSO–OSD RBFNN, we test it on five benchmark datasets and object image retrieval problem. For the object image retrieval problem, we introduced a new idea for main object detection using SLIC segmentation. In addition, we experimentally demonstrated that wavelet features extracted from $Lab$ color space were more efficient than wavelet features extracted from other color spaces.
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